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The information age has led to a vast increase in misinformation and bad reasoning.

News media and social networks struggle to keep up with and mark these as such.
Similar to automatic spelling and grammar correction tools and fact checkers, automatic

fallacy detection could help improve online discourse.
[1] introduced the task of fallacy classification by training a classifier to differentiate

different types of fallacies. We extend this work by creating a larger fallacy dataset with
counterexamples and train a binary classifier on it to detect whether an argument is a

fallacy or not.

• We use Natural Language Inference (NLI), see [3], to classify whether 

the hypothesis "this argument is fallacious", follows from the premise 
(the potentially fallacious claim).

• We also tested fallacy classification performance on a hold-out distribution 

related to climate change to test the model's generalisation capacity.

• [1] collected two datasets, called Logic and LogicClimate, which contain fallacies

mostly from online teaching resources, and climate related fallacies from an online
climate related news website, respectively.

• In order to use these datasets to train our binary fallacy classifier, we extended them by
adding non-fallacy examples we sourced from a set of Kialo discussions created by [2].

This resulted in two extra datasets, LogicValid and LogicClimateValid. Kialo is
an online debating platform so it contains arguments from real world exchanges, and we

used users' ratings of arguments as a proxy to select the most logically sound
arguments.

1. We introduce the task of fallacy detection, i.e. the binary classification of 

arguments into fallacies and non-fallacies.
2. We aggregated a dataset of fallacies and counterexamples extending the 

datasets from [1] and collecting our own data from Kialo.
3. Finally, we use state of the art preprocessing and modeling techniques to 

show how this data can be used to train high accuracy classifiers for fallacy 
detection (89% accuracy).
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1 Introduction

Table 3: Comparison of different models on the 
climate test set

• Finally, we generated two extra datasets by

scaping arguments ourselves from Kialo
using user responses as proxy binary fallacy

labels for then cleaning the data by hand.
Kialo consists of the Kialo fallacies, while

KialoValid contains the corresponding
counterexamples.

• We split the dataset into train, validation, and hold-out test set. The 

best model achieves 89.4% accuracy on the test set.

Table 2: Comparison of different models on the combination of all the data

Fallacy

"Some of the oldest

people have been 

known to smoke a 

lot, so smoking isn't

bad for you."

⇒?
"This argument is

fallacious."

Table 1: Datasets and counts of statements
comprising our final dataset
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